Body composition techniques and the four-compartment model in children
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METHODS

Twenty-five healthy children participated in this study, of whom 14 were male (11 Caucasian American and 3 African American) and 11 were female (9 Caucasian American and 2 African American). Subjects were screened by a medical history and were ineligible if they were taking medications known to affect body composition or physical activity (e.g., prednisone, Ritalin, growth hormone) or had been diagnosed with syndromes known to affect body composition and/or fat distribution (e.g., Cushing’s syndrome, Down’s syndrome, Type I diabetes, hypothyroidism) or had experienced any major illness since birth. The study was approved by the University of Alabama at Birmingham Institutional Review Board for human use, and written informed consent was obtained from each volunteer before testing.

Protocol

The children were admitted to the General Clinical Research Center at the University of Alabama at Birmingham in the late afternoon for an overnight visit. Upon arrival, the children were admitted to the General Clinical Research Center at the University of Alabama at Birmingham in the late afternoon for an overnight visit. After arrival,
dinner was served at ~1700, a baseline urine sample was collected, and a dose of deuterium was orally administered. An evening snack was allowed as long as it was consumed before 2000. The following morning, resting energy expenditure was measured, blood was collected for hormone and lipid analysis, and an oral glucose tolerance test was administered (data not reported in this paper). On waking in the morning, two urine samples were collected, and the children were then fed breakfast and allowed to leave. Two weeks later, the children arrived at the Energy Metabolism Research Laboratory at 0700 for the DXA, HW, PM, and TBW tests in the fasted state. Additionally, two urine samples were taken. Total body PM and DXA were randomly administered; however, HW was always performed last to ensure that an elevated body temperature from HW did not affect percent fat estimates while children were in the BOD POD.

Assessment of bone mineral content by DXA. Total bone mineral content, fat, and soft-lean tissue were measured by use of a Lunar DPX-L densitometer (Lunar Radiation, Madison, WI). All body scans were analyzed by using Pediatric Version 1.5 extended-analysis program for total body composition.

Assessment of total body density by HW. Total body density was measured by underwater weighing, with simultaneous measurement of residual lung volume by using the closed-circuit oxygen dilution technique (27). Underwater weight was measured to the nearest 50 g in a stainless steel tank in which the subject, wearing a one-piece swimsuit, was suspended from an LCL 20 shear beam load cell calibrated from 0 to 10,000 g (Omega, Stanford, CT). After one practice trial, underwater weight and residual lung volume were measured simultaneously five times. The average of multiple trial densities within 0.001 g/cm³ were used from the underwater weight. Fat mass was calculated from whole body density (g/cm³) with the Lohman equation (17), which is similar to the Siri equation (23) but uses age-dependent constants for changes in the density of the fat-free mass and hydration status (see Table 1).

Assessment of total body density by PM. Total body density was also evaluated with the BOD POD body composition system (version 1.69, Life Measurement Instruments, Concord, CA) as previously described (4). Briefly, the testing procedure involves several steps. First, calibration was conducted before subject entry into the BOD POD. Calibration involves the computation of the ratio of the pressure amplitudes (reference chamber and testing chamber) for an empty chamber and a known volume (49.860 liters) (3). After the calibration was completed and the testing procedures were fully explained, the subject then entered the BOD POD in a tight-fitting swimsuit for two trials of ~45 s each. During this stage, the subject’s raw body volume (\(V_{\text{b raw}}\)) was determined. The last step involved measurement of the thoracic gas volume (\(V_{\text{tg}}\)). This stage requires the subject to sit quietly in the BOD POD and breathe through a disposable tube and filter connected to the reference chamber in the rear of the BOD POD. After four or five normal breaths, the airway was occluded during midexhalation, and the subject was instructed to make two quick, light pants.

Body density (\(Db\)) from the BOD POD was calculated as follows

\[ Db = M / (V_{\text{b raw}} + 0.40 \times V_{\text{tg}} - SAA) \]

where surface area artifact (SAA) is automatically computed by the computer software and is used to account for isothermic air due to the subject’s body surface area and \(M\) is the mass of the subject. Fat mass was then calculated from whole body density (g/cm³) with the Lohman equation, as described in Assessment of body density by HW (17).

Assessment of TBW by isotope dilution. Total body water was determined using deuterated water (\(^2\)H₂O). The dosing procedure followed the technique developed by Schoeller and colleagues (21, 22). Briefly, the isotope-loading dose was ~0.12 g \(^2\)H/kg body mass. Two urine samples were taken the morning after dosing (at the General Clinical Research Center), and two additional urine samples were taken ~10 days after dosing (at the Physiology and Metabolism Lab). \(^2\)H₂O dilution space was calculated from the enrichment of \(^2\)H₂O in the body at zero time by extrapolation of the log enrichment vs. time plots back to zero time (2) using the following equation (8, 22)

\[ \text{Dilution space (liters)} = d / 20.02 \times 18.02 \times R \times E \]

where \(d\) is grams of \(^2\)H₂O given, \(R\) is the standard ratio of \(^2\)H to \(^1\)H (0.00015576), and \(E\) is enrichment of \(^2\)H₂O at the extrapolated zero time (the % above background). All samples were done in triplicate on an Optima mass spectrometer (Micromass, Beverly, MA). Total body water was determined by taking the mean of the zero-time isotope dilution space for \(^2\)H₂O and dividing by 1.04 to correct for the exchange with nonaqueous tissues (22). Total body water was divided by 0.9937 (this is the density of water at body temperature) to convert from liters to kilograms. Fat mass was estimated from TBW by correcting for the hydration status of the child by using the Lohman equation, and fat mass was calculated as the difference between body weight and fat-free mass (17).

Calculation of fat mass using the 4C model. The 4C model from Lohman (17) was used as the criterion method against which all the other body composition techniques (DXA, HW, PM, and TBW) were evaluated. The 4C equation is as follows

\[ %\text{Fat} = (2.747 / Db - 0.714 W + 1.146 B - 2.053) \times 100 \]

where \(Db\) is body density (g/cm³), \(W\) is water content of the body in liters expressed as a fraction of body mass, and \(B\) is bone mineral content in kilograms expressed as a fraction of body mass.

Statistics

Accuracy, precision, and bias were examined in each of the individual body composition techniques. Fat mass by the 4C model was selected as the criterion method because this model involves the fewest assumptions. Statistical significance was set at \(P < 0.05\).

Regression analysis was employed to determine the accuracy of the individual body composition techniques. The technique being examined was considered accurate if the regression between fat mass by the 4C model and the technique in question had a slope not significantly different from 1 and an intercept not significantly different from 0. This analysis tests the hypothesis that the regression of fat mass by the 4C

Table 1. Equations for estimating %fat from body density

<table>
<thead>
<tr>
<th>Age, yr</th>
<th>Boys</th>
<th>Girls</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(C_1)</td>
<td>(C_2)</td>
</tr>
<tr>
<td>9–10</td>
<td>5.30</td>
<td>4.80</td>
</tr>
<tr>
<td>11–12</td>
<td>5.23</td>
<td>4.81</td>
</tr>
<tr>
<td>13–14</td>
<td>5.07</td>
<td>4.64</td>
</tr>
</tbody>
</table>

\(C_1\) and \(C_2\) are to be substituted into the Siri (23) equation, where

\[ \%\text{fat} = (C_1 / Db - C_2) \times 100 \]

Values were taken from Lohman (17).
model and the other techniques do not significantly deviate from the line of identity.

The precision of the body composition techniques was assessed by the $R^2$ and the standard error of the estimate (SEE).

Potential bias between the techniques and the criterion method (i.e., the 4C model) was examined by using residual plots. This particular test examines the difference in fat mass between a technique and the criterion method as a function of fat mass by the criterion method. A nonsignificant correlation indicates no bias in the technique across the range of fatness.

RESULTS

The physical characteristics of the subjects are presented in (Table 2). A summary of fat mass estimates from all of the body composition techniques is presented in Fig. 1, and their respective $P$ values are given in Table 3. Accuracy of fat mass was examined by the regression of fat mass by the 4C model against fat mass by each of the independent body composition techniques. The relationships between fat mass by the 4C model and by the independent techniques in question are shown in the top panels of Figs. 2–5, and a summary of the regression analyses is shown in Table 4.

The regressions for fat mass by DXA and fat mass by TBW vs. fat mass by the 4C model significantly deviated from the line of identity because of slopes that were significantly different from 1.0 (Table 4). However, the regression relationships for fat mass by HW and fat mass by PM vs. fat mass by the 4C model did not deviate significantly from the line of identity (Table 4).

Precision of the individual body composition techniques was determined from the $R^2$ and the SEE from the regression analysis; a summary of these results is listed in Table 4. TBW provided the most precise estimate of body fat levels, with fat mass by TBW explaining 98% of the variance in fat mass by the 4C model and SEE of 1.5 kg. Fat mass by PM explained 97% of the variance in fat mass by the 4C model with a SEE of 1.7 kg, fat mass by DXA explained 95% of the variance in fat mass by the 4C model with a SEE of 2.0 kg, and, lastly, fat mass by HW explained 95% of the variance in fat mass by the 4C model with a SEE of 2.1 kg.

Residual plots were performed for each technique to determine whether bias existed between the technique being studied and the criterion method (4C model). This approach examines the discrepancy between the technique in question and the 4C model as a function of fat mass as determined by the 4C model. The plots are shown in the bottom panels of Figs. 2–5 and in Table 5. For DXA, there was a significant correlation for the discrepancy with fat mass by the 4C model ($r = 0.47$). For HW, there was a significantly negative correlation with fat mass by the 4C model ($r = -0.53$). For TBW, there was a significant correlation for the discrepancy with fat mass by the 4C model ($r = 0.61$). PM was the only technique examined that did not exhibit any bias across the range of body fatness ($r = -0.34$)

DISCUSSION

This study examined the accuracy, precision, and bias of fat mass as assessed by DXA, HW, PM, and TBW relative to the 4C model in children. This is significant because to date only a paucity of literature exists examining common laboratory techniques with the 4C model in children. Our major finding is that, of the four laboratory techniques studied, it appeared that PM was a valid technique for the assessment of body fat in children. However, DXA can be used if a “correction factor” is used.

**DXA Findings**

The regression between fat mass by the 4C model and fat mass by DXA significantly deviated from the line of identity (actual fat mass = 0.84 × fat mass by DXA + 0.95). Additionally, DXA showed bias across the range of fatness, whereby DXA underpredicted fat mass in leaner subjects and overpredicted fat mass in heavier subjects. This may be attributed to heavier children not fitting exactly within the scan area. Thus some of the upper limb fat mass may have been left out in the calculation of fat mass by the computer software. To our knowledge, this is the first study to cross-validate the DXA against the 4C model in children using the Lunar DPX-L. Roemmich et al. (20) found similar results using a Hologic DXA. That study found percent fat estimates by DXA to be systematically

---

**Table 2. Physical characteristics**

| Age, yr | 11.4 ± 1.4 |
| Body weight, kg | 52.5 ± 16.7 |
| Height, cm | 153.0 ± 11.4 |
| Bone mineral, kg | 1.9 ± 0.51 |
| Body density from PM, g/cm³ | 1.0332 ± 0.0204 |
| Body density from HW, g/cm³ | 1.0384 ± 0.0187* |
| TBW kg | 25.9 ± 6.9 |

Values are means ± SD. TBW, total body water. *Hydrostatic weighing (HW) density statistically higher than air-displacement plethysmography (PM) density ($P < 0.001$).
higher in both males and females and across the range of maturation (9–15 yr) compared with the 4C model. They conclude that the Hologic DXA overestimates percent fat because the computer software assumes a hydration status of 73.2%.

DXA is commonly used in the assessment of body composition in children. This is primarily because of the ease with which the test can be administered and because until recently it was the only alternative to HW. DXA has advantages over other laboratory techniques in that it can give whole body estimates of body composition as well as of regional composition of fat, lean mass, and bone. Pintauro et al. (19) validated DXA measures of fat mass against carcass analysis using a pig model as the criterion method. They found that the relationship between DXA fat and carcass fat significantly deviated from the line of identity. However, Pintauro et al. used multivariate analysis to help explain the discrepancy in DXA and the carcass data, and they derived a correction factor that would improve the accuracy in DXA measures of body composition. The correction factor is

\[
\text{Fat mass} = (0.78 \times \text{DXA lean}) + (0.16 \times \text{body wt}) + 0.34 \text{ kg}
\]

Table 3. Comparison table between fat mass by the independent techniques and their respective P values

<table>
<thead>
<tr>
<th></th>
<th>DXA (16.4)</th>
<th>HW (12.6)</th>
<th>PM (14.2)</th>
<th>TBW (18.3)</th>
<th>4C (HW) (14.7)</th>
<th>4C (PM) (15.4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DXA (16.4)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HW (12.6)</td>
<td>( P &lt; 0.000 )</td>
<td>( P &lt; 0.000 )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PM (14.2)</td>
<td>( P &lt; 0.002 )</td>
<td>( P &lt; 0.009 )</td>
<td>( P &lt; 0.000 )</td>
<td></td>
<td>( P &lt; 0.003 )</td>
<td>( P = 0.084 )</td>
</tr>
<tr>
<td>TBW (18.3)</td>
<td>( P &lt; 0.000 )</td>
<td>( P &lt; 0.000 )</td>
<td>( P &lt; 0.000 )</td>
<td>( P = 0.176 )</td>
<td>( P &lt; 0.001 )</td>
<td>( P &lt; 0.000 )</td>
</tr>
<tr>
<td>4C (HW) (14.7)</td>
<td>( P &lt; 0.000 )</td>
<td>( P &lt; 0.000 )</td>
<td>( P = 0.000 )</td>
<td></td>
<td>( P &lt; 0.000 )</td>
<td>( P &lt; 0.002 )</td>
</tr>
<tr>
<td>4C (PM) (15.4)</td>
<td>( P = 0.084 )</td>
<td>( P = 0.000 )</td>
<td>( P = 0.000 )</td>
<td>( P = 0.003 )</td>
<td>( P = 0.000 )</td>
<td>( P = 0.001 )</td>
</tr>
</tbody>
</table>

Values in parentheses are fat mass in kilograms. DXA, dual-energy X-ray absorptiometry; 4C, four-compartment model.

Fig. 2. *Top*: regression of fat mass by 4C model against fat mass by DXA. Dotted line is line of identity (regression slope = 1; regression intercept = 0). Regression line significantly deviated from line of identity \( (P < 0.05) \). *Bottom*: residual plot. Middle dashed line represents mean difference of fat mass from DXA minus fat mass from 4C model; upper and lower dashed lines represent \( \pm 2 \) SD from the mean. Solid line is regression line. Bias between the techniques was observed, as indicated by a significant \( P \) value \( (P < 0.05) \).

Fig. 3. *Top*: regression of fat mass by 4C model against fat mass by HW. Dotted line is line of identity (regression slope = 0). Slope and intercept were not significantly different from 1 and 0, respectively. *Bottom*: residual plot. Middle dashed line represents mean difference of fat mass from HW minus fat mass from 4C model; upper and lower dashed lines represent \( \pm 2 \) SD from the mean. Solid line is regression line. Bias between the techniques was observed, as indicated by a significant \( P \) value \( (P < 0.01) \).
This correction factor improves on the measurement of fat mass because the regression equation has been standardized with a known laboratory standard (direct carcass analysis of the pigs) (19).

When the correction factor was applied to the DXA data in the current study, the regression between fat mass by the 4C model and fat mass by DXA did not significantly deviate from the line of identity (4C fat mass $= 0.92 \times$ fat mass by DXA $- 0.75$ kg). Additionally, no bias was observed between the two techniques. Thus it appears that DXA can be used in evaluation of body composition in children as long as the Pintauro correction factor is used with the benefit of regional bone, lean, and fat estimates. Therefore, our current analysis reiterates the importance of the previously described DXA correction factor.

Hydrostatic Weighing Findings

The regression between fat mass by HW and by the 4C model did not significantly deviate from the line of identity (actual fat mass $= 1.09 \times$ fat mass by HW $+ 0.94$ kg). The residual plot analysis indicated that fat mass was underestimated in the fatter children and overestimated in the leaner children (Table 3, Fig. 3, bottom).

The regression of fat mass by HW using the Lohman age- and gender-adjusted equations (17) against the 4C model in children suggests that the assumed densities for the fat-free mass are appropriate. The use of HW as a measurement tool to evaluate body composition in children is difficult, partly because subject compliance is difficult. It is difficult for many children of 12 yr of age or younger to submerge their heads under the water while exhaling all the air in their lungs and remaining still. Thus HW is not commonly used as a technique to evaluate body composition in pediatric populations and is generally not recommended for practical reasons, especially with younger children.

The regression of fat mass by HW using the Lohman age- and gender-adjusted equations (17) against the 4C model in children suggests that the assumed densities for the fat-free mass are appropriate. The use of HW as a measurement tool to evaluate body composition in children is difficult, partly because subject compliance is difficult. It is difficult for many children of 12 yr of age or younger to submerge their heads under the water while exhaling all the air in their lungs and remaining still. Thus HW is not commonly used as a technique to evaluate body composition in pediatric populations and is generally not recommended for practical reasons, especially with younger children.

Table 4. Summary of regression of fat mass by the 4C model vs. the other independent techniques

<table>
<thead>
<tr>
<th>Technique</th>
<th>$R^2$</th>
<th>Intercept, kg</th>
<th>Slope</th>
<th>SEE, kg</th>
</tr>
</thead>
<tbody>
<tr>
<td>DXA</td>
<td>0.95</td>
<td>0.95 ± 0.76</td>
<td>0.84 ± 0.04*</td>
<td>2.0</td>
</tr>
<tr>
<td>HW</td>
<td>0.95</td>
<td>0.94 ± 0.80</td>
<td>1.09 ± 0.05</td>
<td>2.1</td>
</tr>
<tr>
<td>PM</td>
<td>0.97</td>
<td>0.88 ± 0.64</td>
<td>1.03 ± 0.38</td>
<td>1.7</td>
</tr>
<tr>
<td>TBW</td>
<td>0.98</td>
<td>−0.89 ± 0.60</td>
<td>0.85 ± 0.03*</td>
<td>1.5</td>
</tr>
</tbody>
</table>

* Slope significantly different from 1 ($P < 0.05$). SEE, standard error of the estimate.
Table 5. Residual plot analysis: summary of the discrepancy between techniques between the independent techniques and the 4C model

<table>
<thead>
<tr>
<th>Technique</th>
<th>t Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>DXA</td>
<td>0.477 (P &lt; 0.018)</td>
</tr>
<tr>
<td>HW</td>
<td>-0.534 (P &lt; 0.006)</td>
</tr>
<tr>
<td>PM</td>
<td>-0.34 (P = 0.10; NS)</td>
</tr>
<tr>
<td>TBW</td>
<td>0.611 (P &lt; 0.001)</td>
</tr>
</tbody>
</table>

A nonsignificant (NS) correlation demonstrates that no significant bias in fat mass exists between the technique under examination and the 4C model. A positive correlation indicates that the technique being studied underestimated fat mass in leaner subjects and overestimated fat mass in heavier subjects. A negative correlation indicates that the technique being studied underestimated fat mass in heavier subjects and overestimated fat mass in leaner subjects.

PM Findings

The regression between fat mass by PM and the 4C model did not significantly deviate from the line of identity (actual fat mass = 1.03 × fat mass by PM + 0.88 kg), indicating that PM is a valid technique for the evaluation of body composition in children. In addition, the residual plot analysis showed no bias across the range of fatness.

To date, only one study has looked at the feasibility of PM in children (18). PM has several advantages over the more traditional 2C-based model, HW. Subject compliance is high because head submersion under water is unnecessary, the subject appears to tolerate the test more easily, and the chamber is less intimidating than the hydrostatic tank.

However, PM is not without limitations. First, the greatest sources of error when using PM are temperature, pressure, and relative humidity (5, 7, 10, 11, 24, 25). This was the major reason that PM was not used until recently, although the basic principle had been around for ~100 yr. Our study attempted to minimize this source of error by having all subjects be evaluated in the plethysmograph before exercise testing. Second, Taylor et al. (25) demonstrated a large degree of variation in body volume measurements when there is movement within the chamber during testing. We found that it took approximately twice as long to measure a child (30 min) vs. an adult (17 min). This was primarily a result of the children not remaining still for the test. When we encouraged all the children to remain still, we encountered moderate success. Third, the ratio of chamber volume to subject volume has been recommended to be below 6 (7). This study yielded a ratio close to 9. Currently, nothing can be done to resolve the chamber volume-to-subject volume ratio given the current specifications of the BOD POD instrument. However, the first two issues can be alleviated by performing all tests before exercise testing and encouraging the children to remain still during the measurement.

In summary, PM is a valid technique in the determination of body composition in children as indicated by regression analysis (regression of 4C model fat mass and PM fat mass not significantly different from the line of identity) and residual plots (no bias was observed, as indicated by a nonsignificant correlation in the residual plot; Fig. 3).

TBW Findings

The main findings for the TBW data revealed an overestimation in fat mass in the heavier children relative to the other techniques with the regression between fat mass by the 4C model and fat mass by TBW significantly deviated from the line of identity (actual fat mass = 0.85 × fat mass by TBW - 0.89 kg). Additionally, TBW showed bias across the range of fat mass, with leaner children having an underprediction in fat mass and more obese children having an over-prediction in fat mass.

The TBW technique potentially has the greatest source of error because it relies on the assumption of a constant hydration status for the fat-free mass. We attempted to alleviate varying hydration status due to maturation by using age and gender constants developed by Lohman (16, 17). Even when this adjustment was used, it would appear that TBW was not a valid technique for the assessment of body composition in children.

With the use of the measured value for TBW and the estimates of fat-free mass derived from the 4C model using the density from PM (because PM was found to be a valid technique), our data suggest a hydration status of 70%. This hydration status should be viewed with caution because fat-free mass was derived from techniques that were not independent from each other (TBW appearing in both the numerator and denominator). This hydration status is similar to that reported by Hewitt et al. (72.7%; Ref. 13) but is lower than that reported by Roemmich et al. (75.6%; Ref. 20) and Lohman (17). There are three possible explanations for our lower hydration status. 1) To correct for isotope exchange with nonaqueous hydrogen atoms, we used a correction of 1.04, whereas others used a smaller correction (0.95–0.97), thus reducing our estimates of TBW by ~6% (1, 13, 14). 2) Children in our group were substantially heavier and more obese than those in the studies of Hewitt et al. and Roemmich et al. (13, 20). This could potentially lead to more variation in the estimates of TBW. 3) The standard deviation for our TBW was 6.9 kg, which is substantially larger than what has been reported (~2%) (13, 20). We are currently exploring other explanations for our seemingly lower hydration status.

Recommendations

This study investigated the feasibility in using DXA, HW, PM, and TBW in the evaluation of body composition in children. DXA and TBW were shown not to be valid, as indicated by slopes that deviated significantly from the line of identity. DXA, HW, and TBW showed bias across the range of fatness; thus only PM was shown to be valid with no bias.
We performed the same analysis with fat-free mass as was performed with fat mass (i.e., regression of 4C model fat-free mass vs. fat-free mass of independent techniques and residual plots). The same relationships that are reported for fat mass were seen for fat-free mass.

Recently, DXA has become the primary accepted research tool for evaluation of body composition in children, partly because of the ease of the test but also because no real viable alternatives existed until now. In 1995, Life Measurement Instruments developed an instrument based on plethysmographic principles called the BOD POD. It has advantages over HW in that it does not involve water displacement and it does not require radiation exposure as DXA does. To our knowledge, only one other study, by Nunez et al. (18), has investigated the efficacy of the BOD POD in children. They found that the regression of total body density by PM vs total body density by HW significantly deviated from the line of identity. One possible explanation for this discordance could be the apparel of the children. The study by Nunez had the children wear a minimal amount of clothing, whereas we supplied standardized clothing for both boys (Speedo swimsuit) and girls (a tight-fitting swimsuit top and bottom). A prior finding from this lab found the type of clothing to affect measurement in the BOD POD (4).

The 4C model has obvious advantages over 2C models because the reliance on a constant for the proportions and densities of the fat mass is eliminated. The 4C model ameliorates the effect of maturation, hydration status of the fat-free mass, and bone mineralization in the estimation of body fatness. This is an important issue in children because it has been shown that hydration status decreases and bone mineralization increases with age (16). However, the cost of the 4C model does not allow wide implementation of the 4C model for most labs. Thus a more practical measurement tool is needed. We feel that our data support the use of PM as an accurate, precise, and nonbiased tool in the evaluation of body composition in children.

Conclusions

This study investigated the accuracy, precision, and bias in four research-based techniques (DXA, HW, PM, and TBW) using the 4C model as the criterion method. These data support the use of PM as a valid body composition tool that can accurately, precisely, and without bias estimate fat mass in 9- to 14-yr-old children. However, the need exists for more research to be done in groups of minority children. Additionally, DXA can be used to accurately assess body composition provided that the correction factor by Pintauro et al. is used. DXA may also be useful in evaluation of regional bone mass, lean mass, and fat mass.
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