Why is the force-velocity relationship in leg press tasks quasi-linear rather than hyperbolic?

Maarten F. Bobbert

Research Institute MOVE, Faculty of Human Movement Sciences, VU University Amsterdam, Amsterdam, The Netherlands

Submitted 27 June 2011; accepted in final form 17 March 2012


Force-velocity relationships reported in the literature for functional tasks involving a combination of joint rotations tend to be quasi-linear. The purpose of this study was to explain why they are not hyperbolic, like Hill’s relationship. For this purpose, a leg press task was simulated with a musculoskeletal model of the human leg, which had stimulation of knee extensor muscles as only independent input. In the task the ankles moved linearly, away from the hips, against an imposed external force that was reduced over contractions from 95 to 5% of the maximum isometric value. Contractions started at 70% of leg length, and force and velocity values were extracted when 80% of leg length was reached. It was shown that the relationship between leg extension velocity and external force was quasi-linear, while the relationship between leg extension velocity and muscle force was hyperbolic. The discrepancy was explained by the fact that segmental dynamics canceled more and more of the muscle force as the external force was further reduced and velocity became higher. External power output peaked when the imposed external force was ~50% of maximum, while muscle power output peaked when the imposed force was only ~15% of maximum; in the latter case ~70% of muscle power was buffered by the leg segments. According to the results of this study, there is no need to appeal to neural mechanisms to explain why, in leg press tasks, the force-velocity relationship is quasi-linear rather than hyperbolic.

Provided that the rate of change of series elastic element (SEE) length is small or accounted for, Hill’s rectangular hyperbola describes with remarkable accuracy combinations of force and velocity obtained in numerous experiments with different types of apparatus on isolated and artificially stimulated muscles of animals (for references, see Ref. 1), isolated and voluntarily activated human muscle (e.g., Ref. 21), as well as combinations of force and velocity obtained in voluntary maximal isotonic force as a function of average velocity in half-squat exercises performed with a range of added masses (7, 20), force and velocity in leg press against a dynamometer in “isometric mode” (17), peak force as a function of peak velocity in explosive leg extension against a range of added isotonic forces on a sledge dynamometer (22), and force and velocity in combined knee and hip extension on a servocontrolled dynamometer (35–37). Especially the results of Yamauchi et al. (35–37) are puzzling in this respect, because the investigators made an admirable attempt to mimic as closely as possible the isotonic conditions used in the classical experiments on isolated animal muscle (10, 13). To explain why the force-velocity relationship in these more functional tasks was quasi-linear rather than hyperbolic, it has been proposed that multijoint tasks are challenging from a coordinative point of view and that “... some neural mechanisms may be involved in the force-velocity relation of the knee-hip extension movement...”, which “... make it exhibit a linear appearance rather than a hyperbola” (35).

Before appealing to neural mechanisms to explain why force-velocity relationships in functional tasks are quasi-linear rather than hyperbolic, I propose to investigate whether the explanation can perhaps be found in segmental dynamics. After all, linear motion of an end-effector, such as the foot, involves rotations of body segments, and the
angular velocities and angular accelerations of the segments affect the contact force between the end-effector and the environment (5, 6, 26).

In the present study, I used a forward simulation model to determine to what extent the force-velocity relationship is affected by segmental dynamics in the hip-knee extension task of Yamauchi et al. (35), henceforth referred to as “leg press task.” I also studied the effect on the power-velocity relationship, because it has been suggested that the loading conditions leading to peak power should be selected as the conditions to be used in training programs for power production (37).

MATERIALS AND METHODS

For the simulations, I used the two-dimensional forward dynamic model of the human musculoskeletal system schematically shown in Fig. 1. The model, which had muscle stimulation (STIM) over time as its only independent input, consisted of four rigid segments: one HAT segment, representing head, arms, and trunk; one segment representing the thighs; one segment representing the shanks; and one segment representing the feet. These segments were interconnected by hinges representing hip, knee, and ankle joints. The rotational degree of freedom of the feet was fixed, to mimic that the feet were strapped to a sliding foot plate, and the rotational and translational degrees of freedom of the HAT segment were fixed to mimic that the subject’s trunk was strapped to a nonmovable chair. As a result, the model as a whole had only one degree of freedom: given the lengths of the segments, the kinematic constraints and the known position of the hips in space, only one coordinate (for example the position of the ankles, or the hip angle) was needed to fully determine all other coordinates of the system. Segmental parameters were the same as those used in a model for simulation of two-leg jumping, which was previously described in full detail (30).

Within the skeletal submodel, only the muscle-tendon complex of mm. vasti was embedded, causing the model to be a simplified version of the original model additionally comprising the muscle-tendon complexes of m. gracilis, m. rectus femoris, m. soleus, and m. gastrocnemius (30). My motivation to do so is provided in APPENDIX A. Briefly, all of the muscle-tendon complexes (see Fig. A1) shorten monotonically during the leg press task simulated in this study. It follows that each of them individually produces a positive (rightward directed) force on the dynamometer during the leg press task. Hence, the outcome of the simulations will be qualitatively the same, regardless of which individual muscle-tendon complex, or combination of muscle-tendon complexes, is selected to actuate the system. The advantage of using only one muscle-tendon complex as actuator was that the results could be presented in a concise manner, and selecting the muscle-tendon complex of mm. vasti was a logical choice because it has the largest contribution to the force exerted on the dynamometer (see APPENDIX A).

The model of the muscle-tendon complex, which has also been described in full detail elsewhere (28), consisted of a contractile element (CE), an SEE, and a parallel elastic element (PEE). Briefly, behavior of SEE and PEE was determined by a quadratic force-length relationship, while behavior of CE was more complex: CE velocity depended on CE length, force, and active state, with the latter being defined as the relative amount of calcium bound to troponin (9). The dependence of shortening velocity on force was modeled using Hill’s hyperbola, with F0 depending on CE length and active state. Following Hatze (12), the relationship between active state and STIM was modeled as a first-order process. STIM, ranging between 0 and 1, was a one-dimensional representation of the effects of recruitment and firing frequency of α-motoneurons. A change toward 1 occurred at a rate of 5/s, a value previously used to match simulated and experimental ground reaction force curves in maximum height squat jumping (3). The maximum F0 at optimum length of mm. vasti in the model was 9,000 N (i.e., 4,500 N per leg), and the constant moment arm at the knee joint was 4.2 cm. Other relevant parameters were LCE,opt = 9.3 cm (optimum CE length), b = 5.2 ICE,opt /s, and dF0 = 0.41. The complete set of parameter values can be found elsewhere (28).

I used the model to simulate isometric and dynamic contractions with STIM(t) as the only input. The isometric contractions were performed at configurations corresponding to various distances between ankles and hips (xA). These distances will be expressed as percentages of the maximum distance, henceforth referred to as “leg length” (LL). The starting configuration used for the dynamic contractions corresponded to 70% LL (35). The ankles (A) remained fixed in the initial position until the force at the feet generated by mm. vasti was equal in magnitude but opposite to the imposed force and were subsequently released. After release, the imposed force varied as a function of position in such a way that, in each configuration, it was a constant fraction of the F0 at that configuration (35). Given the initial state and STIM as a function of time (i.e., ramped at 5/s), the resulting movement was calculated through numerical integration using a variable order, variable step size, Adams-Bashford predictor, and Adams-Moulton corrector algorithm (25). Once the movement had been found, I determined the separate contributions to the total external force (Fext-total) of 1) the knee joint moment (MK) generated by mm. vasti (Fext-vasti), 2) gravity (Fext-gravity), 3) the angular accelerations of the segments, and 4) the angular velocities of the segments. The method used to determine these contributions is detailed in APPENDIX B.

Because I was not interested in the latter two contributions separately, I will only present the total (mostly negative) contribution of segmental dynamics (Fext-segment). This contribution may be thought of as the force that one experiences when grabbing both ankles and moving them away from the hips in the absence of knee extension moments and gravity.

RESULTS

Figure 2, left, shows how, in isometric contractions (fraction f = 1) at maximum STIM, the MK, Fext-total, Fext-vasti, and Fext-gravity vary with xA. Because of the geometric
transfer function, $F_{\text{ext-vasti}}$ and $F_{\text{ext-total}}$ peak at a larger $x_A$ than $M_K$. Also because of the geometric transfer function, $F_{\text{ext-gravity}}$ increases when the leg becomes more extended.

For the dynamic contractions at imposed submaximal forces, I made the imposed force dependent on $x_A$ by fitting a polynomial function to $F_{\text{ext-total}}$ over $x_A$ in the isometric contractions and scaling this function by a fraction $f$ (note that the imposed force is always equal in magnitude but opposite in direction to $F_{\text{ext-total}}$, see Fig. 1). This approach was adopted from Yamauchi et al. (35), who used it in an attempt to make the muscle contract at a constant fraction of its length-dependent $F_0$ throughout the motion (note that this is not perfectly correct, if only because $F_{\text{ext-gravity}}$ depends on $x_A$ as well and because it is possible that, in a human subject, the relative contributions of different muscles to the force on the dynamometer change throughout the movement). Fig. 2 also shows the results of dynamic contractions at $f = 0.85$, $f = 0.55$, and $f = 0.25$. During the dynamic contraction at $f = 0.85$, $F_{\text{ext-vasti}}$ as a function of $x_A$ is more or less a constant fraction of the isometric $F_{\text{ext-vasti}}$ as a function of $x_A$. Right: power ($P$) of $M_K$ at each of the $F$ values mentioned ($P_{\text{ext-total}}$, $P_{\text{ext-vasti}}$, $P_{\text{ext-gravity}}$, $P_{\text{ext-SD}}$). Dashed vertical line at $x_A = 80\%$ indicates where instantaneous values were extracted from each of the curves for construction of Fig. 3.

![Fig. 2. Simulation results obtained at different fractions ($f$) of imposed force $F_{\text{dyn}}$, plotted over $x_A$, expressed in percentages of leg length (%LL). At $f = 1$, the contractions are isometric: the imposed $F$ at a given $x_A$ is equal but opposite to the $F_{\text{ext-total}}$ (see Fig. 1) in a maximum isometric contraction at that $x_A$. At smaller values for $f$, leg extension occurred: at each $x_A$ reached during leg extension, the $F_{\text{dyn}}$ was $f$ times the $F_{\text{dyn}}$ in the maximum isometric contraction at that $x_A$. Left from the top to bottom: knee extension moment ($M_K$), $F_{\text{ext-total}}$ (see Fig. 1), contribution to $F_{\text{ext-total}}$ by muscle ($F_{\text{ext-vasti}}$), contribution to $F_{\text{ext-total}}$ by gravity ($F_{\text{ext-gravity}}$), contribution to $F_{\text{ext-total}}$ by segmental dynamics ($F_{\text{ext-SD}}$), and velocity (i.e., rate of change $x_A$). Right: power ($P$) of $M_K$ at each of the $F$ values mentioned ($P_{\text{ext-total}}$, $P_{\text{ext-vasti}}$, $P_{\text{ext-gravity}}$, $P_{\text{ext-SD}}$). Dashed vertical line at $x_A = 80\%$ indicates where instantaneous values were extracted from each of the curves for construction of Fig. 3.
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Transfer function, $F_{\text{ext-vasti}}$ and $F_{\text{ext-total}}$ peak at a larger $x_A$ than $M_K$. Also because of the geometric transfer function, $F_{\text{ext-gravity}}$ increases when the leg becomes more extended.

For the dynamic contractions at imposed submaximal forces, I made the imposed force dependent on $x_A$ by fitting a polynomial function to $F_{\text{ext-total}}$ over $x_A$ in the isometric contractions and scaling this function by a fraction $f$ (note that the imposed force is always equal in magnitude but opposite in direction to $F_{\text{ext-total}}$, see Fig. 1). This approach was adopted from Yamauchi et al. (35), who used it in an attempt to make the muscle contract at a constant fraction of its length-dependent $F_0$ throughout the motion (note that this is not perfectly correct, if only because $F_{\text{ext-gravity}}$ depends on $x_A$ as well and because it is possible that, in a human subject, the relative contributions of different muscles to the force on the dynamometer change throughout the movement). Fig. 2 also shows the results of dynamic contractions at $f = 0.85$, $f = 0.55$, and $f = 0.25$. During the dynamic contraction at $f = 0.85$, $F_{\text{ext-vasti}}$ as a function of $x_A$ is more or less a constant fraction of the isometric $F_{\text{ext-vasti}}$ as a function of $x_A$. Right: power ($P$) of $M_K$ at each of the $F$ values mentioned ($P_{\text{ext-total}}$, $P_{\text{ext-vasti}}$, $P_{\text{ext-gravity}}$, $P_{\text{ext-SD}}$). Dashed vertical line at $x_A = 80\%$ indicates where instantaneous values were extracted from each of the curves for construction of Fig. 3.
Figure 2, right, shows power output ($P_K$) obtained by multiplying $M_K$ by knee angular velocity, as well as the power outputs of the different contributions to the $F_{\text{ext-total}}$ obtained by multiplying the forces by $\dot{x}_A$ (see bottom). Obviously, $P_K$ equals the power output of the muscle, and also equals power $P_{\text{ext-SD}}$. As $f$ is further reduced, more and more of the muscle’s power output is buffered by the segments (negative $P_{\text{ext-SD}}$) and does not contribute to $P_{\text{ext-total}}$.

Yamauchi et al. (35) constructed their force-velocity relationships by plotting combinations of $\dot{x}_A$ and $F_{\text{ext-total}}$, reached at the point of passing 80%LL (vertical dashed lines in Fig. 2) at different values for $f$. If I do the same for my simulated contractions, Fig. 3 is obtained. The overall force-velocity relationship, i.e., the relationship between $F_{\text{ext-total}}$ and $\dot{x}_A$, is indeed quasi-linear. However, the relationship between $F_{\text{ext-vasti}}$ and $\dot{x}_A$, which is obviously the true relationship of interest, still has the shape of a rectangular hyperbola. Note that slight deviations from Hill’s curve may occur because 1) at low imposed forces, the active state may not yet have reached its maximum at 80%LL, and 2) different force levels imply different SEE extensions and hence different CE lengths. When we compare the relationship between $F_{\text{ext-total}}$ and $\dot{x}_A$ to the relationship between $F_{\text{ext-vasti}}$ and $\dot{x}_A$, the main point becomes clear: segmental dynamics are at least one important reason why the force-velocity relationship in more functional tasks is quasi-linear and not hyperbolic.

It is tempting to extrapolate linear relationships, for instance to find $F_0$ (the force produced isometrically) and $v_0$, i.e., the value of $\dot{x}_A$, where $F_{\text{ext-total}}$ is zero (22, 23, 35). $F_0$ is not too interesting because it cannot be directly measured. Is $v_0$ interesting and meaningful? In Fig. 3, $v_0$ is calculated to be 3.2 m/s. Clearly, this value has nothing to do with the speed $\dot{x}_A$ at which the shortening velocity of CE is maximal; starting from the maximal shortening velocity of the muscle fibers, the corresponding $\dot{x}_A$ is calculated to be close to 10 m/s. Furthermore, and unfortunately, $v_0$ depends on the specific conditions under which the experiments are conducted. In Fig. 3, which was constructed using combinations of $\dot{x}_A$ and $F_{\text{ext-total}}$ extracted at 80%LL, $v_0$ was found to be 3.2 m/s, but, with combinations

![Fig. 3. Knee extension moment ($M_k$), force ($F$), and power ($P$) as a function of velocity of A relative to H ($\dot{x}_A$), extracted at $x_A/80\%LL$ from simulated contractions, as shown in Fig. 2 (note corresponding symbols) and simulated contractions at other $f$ of imposed $F$ ($f$ was lowered from 0.95 to 0.05 in steps of 0.1). Variables for $F$ and $P$ correspond to those in Fig. 2. A line fitted to combinations of $F_{\text{ext-total}}$ and $\dot{x}_A$ (left, second panel) intersects the F axis at the point (0, $F_0$) and the velocity axis at ($v_0$, 0).](http://jap.physiology.org/DownloadedFrom/http://jap.physiology.org/)
extracted at 77%LL, \(v_0\) was 2.8 m/s, and with combinations extracted at 85%LL, \(v_0\) was 3.5 m/s (results not shown). Samozino et al. (23) extrapolated a line fitted to combinations of average force (force averaged over displacement) and average velocity (\(x_A\) averaged over displacement). Taking this same approach with the model, I found a \(v_0\) of 2.55 m/s when the contractions were initiated from 70%LL, and a \(v_0\) of 2.88 m/s when the contractions were initiated from 60%LL (comparison of my absolute values for \(v_0\) with those of Samozino et al. is not useful because my model incorporated only mm. vasti).

Finally, it needs no further argument that the relationship between external power \(P_{\text{ext-total}}\) and \(x_A\), determined by imposing different loads and measuring power output at the same \(x_A\), is completely different from the relationship between muscle power \(P_{\text{ext-vasti}}\) and \(x_A\) (Fig. 3, right). \(P_{\text{ext-total}}\) peaks about midway between \(x_A = 0\) and \(x_A = v_0\), as was reported by Yamauchi et al. (35), but \(P_{\text{ext-vasti}}\) peaks close to \(v_0\). The latter is again not surprising, because, at \(v_0\), the muscle fibers are shortening at \(\sim 30\%\) of their maximum shortening velocity, close to the velocity at which they can indeed produce maximum power.

**DISCUSSION**

The purpose of this paper was to explain why force-velocity relationships reported in the literature for functional tasks involving a combination of joint rotations tend to be quasi-linear, rather than hyperbolic like Hill’s relationship. For this purpose, I simulated a hip-knee extension task of Yamauchi et al. (35) with a musculoskeletal model. I showed that, for this particular leg press task, the relationship between leg extension and external force is quasi-linear, while the relationship between leg extension velocity and muscle force is hyperbolic (Fig. 3, left). This discrepancy is explained by the fact that segmental dynamics cancel more and more of the muscle force as the velocity becomes larger. Thus there is no need to appeal to neural mechanisms to explain why in this task the force-velocity relationship is quasi-linear rather than hyperbolic like Hill’s relationship.

It may be argued that the model contained only the monoarticular mm. vasti and, therefore, was too simple to study a motor task that requires coordination among multiple muscles acting about different joints in the leg. However, I feel that this is actually one of the strengths of the model: even a simple model with only one maximally stimulated muscle reproduced the phenomenon to be explained. Still, it may well be that neural mechanisms also come into play in reality, as suggested by Yamauchi et al. (35). Let me elaborate on this possibility from a mechanical perspective. In order for neural mechanisms to explain why, in this task, the force-velocity relationship is quasi-linear rather than hyperbolic, it must be so that muscle activation varies among contractions at different imposed forces and hence velocities. This could occur if muscles had to vary their stimulation, depending on the configuration of the leg. For example, if a muscle were to change from shortening to lengthening beyond a particular value of \(x_A\), it would have to be deactivated to prevent it from reducing the mechanical output. As movement speed goes up over contractions, deactivation would have to occur at a smaller \(x_A\), because active state dynamics are relatively slow. However, the leg press task is a one degree of freedom task, in which the monoarticular muscle-tendon complexes (m. gluteus maximus, mm. vasti, and m. soleus), as well as the biarticular muscle-tendon complexes (hamstrings, m. rectus femoris, and m. gastrocnemius) all shorten monotonically (Appendix A, see Fig. A2). Each of these individual muscle-tendon complexes produces the highest mechanical output on the dynamometer when it is simply maximally activated over the full range of motion. Hence, from the perspective of maximizing the mechanical output during the leg press task, there is no reason why muscle activation should vary among contractions and thereby cause the force-velocity relationship to be quasi-linear rather than hyperbolic. Needless to say, however, this mechanical analysis does not rule out the possibility that, in reality, neural mechanisms do contribute, as suggested by Yamauchi et al. (35).

Can the findings of this paper be generalized to other tasks in which quasi-linear force-velocity relationships have been found? Let us begin by noting that, in leg press tasks like the one studied in this paper, segmental dynamics will tend to play a similar role, regardless of whether the combinations of velocity and force were obtained in velocity-controlled contractions (e.g., at constant \(x_A\); Ref. 16), in force-controlled contractions, or in ballistic contractions; at a given combination of \(x_A\) and \(\dot{x}_A\), the segmental dynamics are the same, regardless of how this combination was reached. Hence, segmental dynamics will also explain, at least partly, why quasi-linear force-velocity relationships have been found in half-squat exercises performed with a range of added masses (7, 20), force and velocity in leg press against a dynamometer in “isotonic mode” (17), and peak force as a function of peak velocity in explosive leg extension against a range of added isotonic forces on a sledge dynamometer (22). The same will hold for hand-rim propulsion force in wheelchair sprinting (14), essentially an arm press task comparable to the leg press tasks mentioned above.

Linear relationships have also been described for peak pedal force as a function of crank velocity in sprint cycling (2, 24, 31) and for instantaneous torque as a function of velocity at
peak power in cycling against a range of inertial loads (18). In cycling, segmental dynamics will play a similar role as in leg press tasks, but there is another factor that contributes: the relative slowness of active state dynamics. Maximization of average power output of a muscle in cycling requires the active state to be as high as possible in the phase where the muscle shortens (to maximize work production) and as low as possible in the phase where it lengthens (to minimize energy dissipation). Because of its relative slowness, active state will not be maximal over the full shortening phase and will not be zero during the full lengthening phase at high pedaling rates (29). Consequently, as pedaling rate goes up, pedal force during the down stroke will be reduced, both because of the increase in shortening velocity of leg extensors and because of a decrease in their active state. In trying to understand why in cycling the force-velocity relationship is quasi-linear rather than hyperbolic, we should, therefore, take into account not only segmental dynamics but also variations in active state.

What are the implications of the findings of this study for the selection of training loads? From a physiological point of view, training loads should be selected on the basis of muscle mechanical output (force and/or power) and not on the basis of external mechanical output. From Fig. 3, it will be obvious that the relationship between muscle mechanical output and velocity is very different from the relationship between external mechanical output and velocity. Note that external power peaks at intermediate loads (f close to 0.5), while muscle power peaks at the lowest loads (f close to 0.15). To derive the relationship between muscle mechanical output and velocity, the best one can do is determine the net mechanical output about the joints by combining measured kinematics and contact forces in an inverse dynamics analysis (27).

What are the implications of the findings of this study for models that build on the quasi-linear relationship between external force and velocity as measured in functional tasks? In a recent study, Samozino et al. (23) outlined a theoretical approach to better understand the mechanical factors affecting jumping performance. In that approach, two mechanical characteristics of the leg force generator play a role: the maximal force that can be produced ($F_0$) and the maximal velocity at
which the leg can be extended by muscle action ($v_0$). Both characteristics are obtained by extrapolation of a relationship between external force and velocity like the one shown in Fig. 3. The authors attributed the mechanical characteristics of the leg force generator mainly to the mechanical properties of muscles. From the results of the present paper, however, it will be clear that the mechanical characteristics of the leg force generator are strongly influenced by segmental dynamics. Hence, as mentioned in the results section, the extrapolated $F_0$ and $v_0$ depend on the precise conditions under which combinations of external force and leg extension velocity are obtained. The approach of Samozino et al. (23) is not only limited in the sense that it builds on phenomenological relationships that first need to be determined experimentally; it also ignores that predictions of jumping performance can only be made, and insight into jumping mechanics only gained, if segmental dynamics are taken into account. The ultimate challenge is to understand how segmental dynamics are taken into account by the central nervous system in maximizing jumping performance (5, 6).

Conclusion. I showed that the relationship between leg extension velocity and external force in leg press tasks is quasi-linear, while the relationship between leg extension velocity and muscle force is hyperbolic. The discrepancy is explained by purely mechanical factors, and there is no need to appeal to neural mechanisms to explain why, in leg press tasks, the force-velocity relationship is quasi-linear, rather than hyperbolic like Hill's relationship.

APPENDIX A: HOW LENGTH CHANGE AND FORCE OF MUSCLE-TENDON COMPLEXES RELATE TO DYNAMOMETER DISPLACEMENT AND FORCE

In this paper, only the muscle-tendon complex of mm. vasti was included, causing the model to be a simplified version of the original model (30) that additionally comprised the muscle-tendon complexes of m. gluteus maximus, hamstrings, m. rectus femoris, m. soleus, and m. gastrocnemius (Fig. A1). My motivation to include only one of the muscle-tendon complexes was essentially that, given the anatomical data on which the model was based (11, 32), all of these muscle-tendon complexes shorten monotonically during the leg press task, as shown in Fig. A2 (left). For the monoarticular m. gluteus maximus, mm. vasti, and m. soleus, this is self-evident, because the kinematic constraints of the task dictate that hip extension, knee extension, and plantar flexion occur when $x_A$ increases. For the biarticular muscle-tendon complexes, the situation is more complicated. For hamstrings, m. rectus femoris, and m. gastrocnemius, the change in $L_{MTC}$ (muscle-tendon complex length) depends on the ratio of the angular displacements and the ratio of the moment arms at the joints crossed. Given how the biarticular muscle-tendon complexes are embedded in the skeleton (11, 32), the net effect turns out to be that they also shorten monotonically during the leg press task (Fig. A2, left). This could actually have been predicted on the basis of the moment arm ratios of the model (30). For example, m. rectus femoris has an extension moment arm at the knee of 4.2 cm and a flexion moment arm at the hip of 3.5 cm. Because thighs and shanks are about equal in length, for any change in $x_A$, the knee angular displacement is about twice the hip angular displacement. It follows that, when the knee extends over and beyond angular displacement $\Delta \phi_2$, the length change of $m. \ rectus \ femoris$ amounts to $-0.042\cdot \Delta \phi_2 + 0.035(0.5\cdot \Delta \phi_2) = -0.0245\Delta \phi_2$, which is negative (i.e., $m. \ rectus \ femoris$ shortens).

When a muscle-tendon complex shortens monotonically during the leg press task, it follows that its pulling force ($F_{MTC}$) generates a positive (rightward directed) force component ($F_{ext-MTC}$) on the dynamometer. This can be explained with the principle of virtual work. Customarily, the force $F_{MTC}$ of a muscle-tendon complex is defined as positive when it pulls on the bony insertions, and a length change $\delta L_{MTC}$ is defined as positive when the complex lengthens. Now, when a muscle-tendon complex generating a force $F_{MTC}$ changes length over a virtual distance $\delta L_{MTC}$, it produces an amount of virtual work equal to $-F_{MTC}\cdot \delta L_{MTC}$ (the minus sign solves the opposite definitions of a positive $F_{MTC}$ and a positive $\delta L_{MTC}$). This same amount of virtual work must appear as virtual work on the dynamometer $F_{ext-MTC}\cdot \delta x_A$. If we define a transfer function (TF) as $TF = F_{ext-MTC}/F_{MTC}$, it follows that $TF = -\delta L_{MTC}/\delta x_A$. Considering that $\delta L_{MTC}/\delta x_A$ is negative for all muscle-tendon complexes during the leg press task (Fig. A2, left), $TF$ is positive for all muscle-tendon complexes during the leg press task (Fig. A2, right). It follows that activation of each individual muscle-tendon complexes generates a positive $F_{ext-MTC}$ on the dynamometer at all values of $x_A$. Hence, the outcome of the simulations will be qualitatively the same, regardless of which individual muscle-tendon complex, or combination of muscle-tendon complexes, is selected to actuate the system. The advantage of using only one muscle-tendon complex as actuator is that the results can be presented in a concise manner, and selecting the muscle-tendon complex of mm. vasti is a logical choice because it has the greatest value of TF at each $x_A$ (Fig. A2, right) and also the largest force of all muscle-tendon complexes shown in Fig. A1 (30).

APPENDIX B: SYSTEM OF EQUATIONS USED FOR SIMULATIONS

To simulate the hip-knee extension task of Yamauchi et al. (35), I derived the equations of motion using a Newton Euler approach (8). Let me, for tractability in this appendix, simplify the complete system shown in Fig. 1 to the simplified two-segment (thighs and shanks) system shown in Fig. B1; the HAT segment does not play any role, since it is fixed in space, and the feet only play a minimal role because they have a small mass, which can safely be neglected. For this simplified system with no moments acting at the endpoints, we can derive the system of equations

$$A \cdot \dot{x} = b$$

(B1)

![Fig. B1. Simplified model of the leg press task, and free body diagrams of the segments showing net reaction forces (F) at hips (H), knees (K), and ankles (A), as well as the joint moment at K. The forces of gravity have been plotted as small vertical arrows pointing at the segmental mass centers.](http://jap.physiology.org/doi/abs/10.1152/japplphysiol.00787.2011)
with:

\[
A = \begin{bmatrix}
1 & -1 & 0 & 0 & 0 & 0 & d_1 \cdot \sin \varphi_1 \cdot m_1 & 0 & -m_1 & 0 \\
0 & 1 & -1 & 0 & 0 & 0 & l_1 \cdot \sin \varphi_1 \cdot m_2 & d_2 \cdot \sin \varphi_2 \cdot m_2 & -m_2 & 0 \\
0 & 0 & 0 & 1 & -1 & 0 & -d_1 \cdot \cos \varphi_1 \cdot m_1 & 0 & 0 & -m_1 \\
0 & 0 & 0 & 0 & 1 & -1 & -l_1 \cdot \cos \varphi_1 \cdot m_2 & -d_2 \cdot \cos \varphi_2 \cdot m_2 & 0 & -m_2 \\
l_1 \cdot \sin \varphi_1 & p_1 \cdot \sin \varphi_1 & 0 & -d_1 \cdot \cos \varphi_1 & -p_1 \cdot \cos \varphi_1 & 0 & -j_1 & 0 & 0 & 0 \\
0 & d_2 \cdot \sin \varphi_2 & p_2 \cdot \sin \varphi_2 & 0 & -d_2 \cdot \cos \varphi_2 & -p_2 \cdot \cos \varphi_2 & 0 & -j_2 & 0 & 0 \\
\end{bmatrix}
\]

\[
x = \begin{bmatrix}
F_A^x \\
F_k^x \\
F_h^x \\
F_A^y \\
F_k^y \\
F_h^y \\
\varphi_1 \\
\varphi_2 \\
\dot{\varphi}_A \\
\ddot{\varphi}_A \\
\end{bmatrix}
\]

Here, segment 1 represents the shanks, and segment 2 the thighs; \(F^x\) and \(F^y\) are the net forces at the points indicated (A for ankles, K for knees, H for hips); \(M_k\) is produced by \(mm.\ vasti\) (note that knee extension moments, which are formally negative here, have been plotted positively in Figs. 2 and 3); \(\varphi_i\) is the angle between segment \(i\) and the right horizontal; \(d_i\) and \(p_i\) are the distances from the center of mass of segment \(i\) to the distal and proximal ends, respectively; \(m_i\) is the mass of segment \(i\); \(j_i\) is the moment of inertia of segment \(i\) relative to the segmental mass center; and \(g\) is the acceleration due to gravity (\(-9.81\, \text{m/s}^2\)).

Horizontal and vertical acceleration of H, and vertical acceleration of \(A\), were prevented by adding the following constraint equations:

\[
\begin{bmatrix}
0 & 0 & 0 & 0 & 0 & l_1 \cdot \sin \varphi_1 & l_2 \cdot \sin \varphi_2 & -1 & 0 \\
0 & 0 & 0 & 0 & 0 & -l_1 \cdot \cos \varphi_1 & -l_2 \cdot \cos \varphi_2 & 0 & -1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
\end{bmatrix} \cdot \begin{bmatrix} x \end{bmatrix} = \begin{bmatrix} b \end{bmatrix}
\]

\[
b = \begin{bmatrix}
m_1 \cdot (-d_1 \cdot \cos \varphi_1 \cdot \varphi_1^2) \\
m_2 \cdot (-l_1 \cdot \cos \varphi_1 \cdot \varphi_1^2 - d_2 \cdot \cos \varphi_2 \cdot \varphi_2^2) \\
m_1 \cdot (-d_1 \cdot \sin \varphi_1 \cdot \varphi_1^2 - g) \\
m_2 \cdot (-l_1 \cdot \sin \varphi_1 \cdot \varphi_1^2 - d_2 \cdot \sin \varphi_2 \cdot \varphi_2^2 - g) \\
M_k \\
-M_k \\
\end{bmatrix}
\]

so that I had a system of 10 equations that could be solved to obtain the vector of unknowns \(x\). In the case of dynamic contractions against an imposed external dynamometer force \((F_{dyn})\), I replaced Eq. B3 by:

\[
\begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix} \cdot \begin{bmatrix} x \end{bmatrix} = \begin{bmatrix} F_{dyn} \end{bmatrix}
\]

Once the motion had been simulated by numerical integration, I determined the separate contributions to \(F_A^x\) in selected configurations, reached at particular time steps during the simulated motion, as follows:

1. The contribution of \(M_k\) was obtained by recalculating \(F_A^x\) in the configuration of interest using the standard set of Eq. B1, in combination with constraint Eqs. B2 and B3, but with \(g\) and all velocities and accelerations set to zero.
2. The contribution of gravity was obtained by recalculating \(F_A^x\) in the configuration of interest using the standard set of Eq. B1, in combination with constraint Eqs. B2 and B3 with \(M_k\) and all velocities and accelerations set to zero.
3. The contribution of the angular velocities was obtained by recalculating \(F_A^x\) in the configuration of interest using the standard set of Eq. B1, in combination with constraint Eqs. B2 and B3 and with the velocities at this configuration in the simulated motion, but with \(M_k\), \(g\), and all accelerations set to zero.
4. The contribution of the angular accelerations was obtained by recalculating \(F_A^x\) in the configuration of interest with \(M_k\), \(g\), and all velocities set to zero, using the standard set of Eq. B1, in combination with constraint Eq. B2 and with constraint equation

\[
\begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
\end{bmatrix} \cdot \begin{bmatrix} x \end{bmatrix} = \begin{bmatrix} \varphi_2,\text{sim} \end{bmatrix}
\]

where \(\varphi_2,\text{sim}\) was the angular acceleration of segment 2 at this configuration in the simulated movement.
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