Cerebral hemodynamics during orthostatic stress assessed by nonlinear modeling
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ORTHOSTATIC INTOLERANCE affects individuals with pathophysiological conditions such as autonomic failure, as well as normal individuals after prolonged exposure to microgravity or bed-rest deconditioning (5). The underlying mechanisms are still not clear and likely multifactorial (26). Orthostatic intolerance may lead to the development of syncope, induced by a substantial reduction in cerebral blood flow (CBF).

Several studies have reported a marked decrease in steady-state mean cerebral blood flow velocity (MCBFV) during head-up tilt (HUT) and lower body negative pressure (LBNP), despite the maintenance of a relatively constant steady-state value of mean arterial blood pressure (MABP). These findings suggest the presence of a paradoxical cerebral vasodilatation, which may be induced by a reduction in arterial CO2 and/or sympathetic activation elicited by orthostatic stress (4, 16, 21, 27, 53). Moreover, a significant increase in the gain of the transfer function estimates between spontaneous beat-to-beat fluctuations of MABP and MCBFV was reported at high levels of LBNP (53), suggesting impaired dynamic cerebral autoregulation. In addition, dynamic cerebral autoregulation was found to be dependent on end-tidal CO2 (PETCO2) level and impaired during HUT by analyzing transfer function estimates between fluctuations of MABP and beat-to-beat cerebrovascular resistance (12). In contrast to these observations, dynamic autoregulation was found to remain unchanged during HUT (46, 47).

Dynamic cerebral autoregulation has been studied extensively by use of MABP and MCBFV variations by both linear (3, 15, 23, 37, 52) and nonlinear (33, 38) methods. These studies have demonstrated clearly that dynamic cerebral autoregulation is a frequency-dependent phenomenon. Impulse response or transfer function estimates in linear analysis and Volterra models in nonlinear analysis have specifically shown that autoregulation is more effective below 0.1 Hz, where most of the MABP spectral power resides, i.e., most MABP changes are attenuated effectively (15, 33, 52). However, the presence of significant frequency-dependent nonlinearities, which were found to be prominent below 0.04 Hz (33), revealed the limitations of linear analysis methods in quantifying dynamic autoregulation. Moreover, because arterial CO2 tension (PaCO2) is one of the strongest physiological modulators of CBF (11), a number of studies have examined the dynamic effects of PaCO2 changes on MCBFV (cerebral vasomotor reactivity) by employing step CO2 changes (14, 40), controlled breathing protocols (13), as well as spontaneous breath-by-breath PETCO2 fluctuations along with MABP fluctuations (34, 39). Specifically, it was shown that the effects of changes in PETCO2 on
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MABP variations are time delayed, strongly nonlinear, and significant below 0.04 Hz (34).

Previous studies of dynamic autoregulation under orthostatic stress employed linear modeling methods and did not account for the effects of Pa\textsubscript{CO\textsubscript{2}}. Specifically, the effects of orthostatic stress on dynamic autoregulation of very slow MABP changes have not been quantified, owing to the inherent limitations of linear methodologies in this frequency range (47, 53). Therefore, the purpose of this study is to extend previous findings by utilizing a nonlinear, multiple-input modeling methodology to assess dynamic cerebral autoregulation and cerebral vasomotor reactivity under resting conditions in our laboratory’s recent studies (33, 34).

METHODS

Experimental methods. This is a retrospective study, and the data analysis using linear transfer function has been reported previously (53). The experimental methods are described briefly herein. Ten healthy subjects (5 men) with a mean age of 32.1 ± 7.3 yr, height of 169.6 ± 11.1 cm, and weight 68.9 ± 13.9 kg voluntarily participated in the study. All were nonsmokers and were free of known cardiovascular, pulmonary, and cerebrovascular disorders. Each subject was informed of the experimental procedures, which were approved by the Institutional Review Boards of The University of Texas Southwestern Medical Center and Presbyterian Hospital of Dallas, and signed a written consent form.

Orthostatic stress was induced by graded LBNP. Subjects were placed supine in an LBNP box that was sealed at the level of the iliac crests. After at least a 30-min baseline period of quiet rest, the magnitude of the suction was increased incrementally according to the following protocol: −15 mmHg for 13 min, −30 mmHg for 13 min, and then progressively by −10 mmHg every 13 min to the point of maximal tolerance. LBNP was terminated if the subject developed signs and/or symptoms of presyncope: sudden onset of nausea, sweating, light-headedness, bradycardia, or sustained hypotension.

Heart rate (HR) was monitored by ECG, and arterial pressure was measured continuously in the finger by photoplethysmography (Finapres, Ohmeda). Cerebral blood flow velocity (CBFV) was obtained continuously in the middle cerebral artery by transcranial Doppler. A 2-MHz probe (DWL Elektronische Systeme) was placed over the subject’s temporal window and fixed at a constant angle and position with an adjustable headgear to obtain optimal signals according to standard techniques (1). Breath-by-breath PET\textsubscript{CO\textsubscript{2}} was also monitored continuously via a nasal cannula by using a mass spectrometer (MGA 1100, Marquette Electronics).

After a 6-min period of baseline data collection, LBNP was applied. At each LBNP level, 6 min of data were collected, after a 2-min period at the beginning for stabilization of cardiovascular hemodynamics. The intermittent arterial pressure measured in the subject’s upper arm was also monitored at each level of LBNP to corroborate the corresponding recordings from the finger.

Mathematical methods and data analysis. The beat-to-beat MABP, CBFV, and breath-by-breath PET\textsubscript{CO\textsubscript{2}} data were resampled at 1 Hz to create evenly sampled time series and were then high-passed at 0.005 Hz. Steady-state values and variabilities (standard deviations around mean value) of MABP, MCBFV, and PET\textsubscript{CO\textsubscript{2}} were calculated over the 6-min data segments for each subject and then group averaged at baseline and during LBNP. The power spectral density (PSD) of the signals was estimated by employing the Welch modified periodogram method (42). Their segmental spectral power (SSP) was calculated by integrating the PSD in the very low (VLF; 0.005–0.04 Hz), low (LF; 0.04–0.15 Hz), and high frequency ranges (HF; 0.15–0.30 Hz), respectively. The frequency range limits were selected on the basis of the results of the present and previous studies, which have shown that the dynamic effects of nonlinearities and CO\textsubscript{2} are more prominent in the VLF range (33, 34). Changes in the steady-state hemodynamics and spectral power during LBNP were compared by one-way analysis of variance and Tukey’s honestly significant difference post hoc test for multiple comparisons, with the significance level set to \(P < 0.05\).

The presence of significant nonlinearities in cerebral hemodynamics is well established (33, 34, 38, 52). We thus employed a novel variant of the general Volterra-Wiener approach, termed the LVN (30, 31), to obtain quantitative nonlinear models of the dynamic effects of spontaneous MABP and PET\textsubscript{CO\textsubscript{2}} changes on MCBFV variations. The LVN methodology combines Laguerre function expansions (29) with Volterra networks (i.e., networks with polynomial activation functions) and has been shown to yield accurate nonlinear models from short stimulus-response records (31, 32). Recently, this approach has been used successfully to model cerebral autoregulation and cerebral vasomotor reactivity under resting conditions (33, 34). Here we employed the multiple-input LVN (MI-LVN) (32), whereby the two inputs of the model were MABP and PET\textsubscript{CO\textsubscript{2}}, and the output was MCBFV variations. An equivalent diagram is shown in Fig. 1, which illustrates that the MI-LVN consists of linear and nonlinear terms that correspond to each input, as well as cross-terms that correspond to the nonlinear interactions between the two inputs.

![Diagram of a nonlinear model of dynamic effects of mean arterial blood pressure (MABP) and end-tidal CO\textsubscript{2} (PET\textsubscript{CO\textsubscript{2}}) on mean cerebral blood flow velocity (MCBFV). The linear components correspond to the first-order terms in Eq. 1 (i.e., \(k_1\) and \(k_2\) for MABP and PET\textsubscript{CO\textsubscript{2}}, respectively). The nonlinear components correspond to the second- and third-order terms in Eq. 1 with \(i_1 = i_2\) (i.e., \(k_{111}\) and \(k_{22}\)) and the nonlinear cross-term components correspond to the second- and third-order terms with \(i_1 \neq i_2\) (i.e., \(k_{12}, k_{21}, \text{ etc.}\).)
The MI-LVN is equivalent to the general Volterra model of a nonlinear multiple-input system, given below for a two-input, 2th-order system:

\[
y(n) = k_0 + \sum_{i=1}^{2} \sum_{m_i} k_i(m_i)x_i(n-m_i) + \sum_{i=1}^{2} \sum_{m_i} k_{iQ}(m_i)x_i(n-m_i)x_Q(n-m_Q) + \ldots
\]

where \(x_1(n)\) and \(x_2(n)\) are the two inputs of the system (i.e., MABP and \(\text{PETCO}_2\), respectively), \(y(n)\) is the system output (i.e., MCBFV), and \(k_{iQ}\) denote the \(Q\)th-order Volterra kernels of the system corresponding to inputs \(i_1\) and \(i_Q\). If \(i_1 = \ldots = i_Q = i\), \(k_{iQ}\) denote the \(Q\)th-order kernel and describe the linear (\(Q = 1\)) and nonlinear (\(Q > 1\)) effects of the \(Q\) past values of the \(i\)th input at time lags \((m_1, m_2, \ldots m_Q)\) before the time lag \(n\) at which the output is computed. If some of \(i_1, \ldots i_Q\) are different, \(k_{iQ}\) denote the \(Q\)th-order Volterra kernels, which describe the nonlinear interactions between past values of the two inputs at the corresponding time lags. The Volterra kernels in Eq. 1 can be expressed in terms of the LVN parameters, which are in turn estimated via an iterative gradient descent scheme from the input-output data (32). In our case, the dynamic effects of MABP on MCBFV and PETCO2 (cerebral vasomotor reactivity) are described by \(k_{iQ}\) for \(i_1 = 2\) in Eq. 1 and correspond to the upper two blocks of Fig. 1, whereas the effects of \(\text{PETCO}_2\) (cerebral vasomotor reactivity) are described by \(k_{iQ}\) for \(i = 2\) in Eq. 2 and correspond to the lower two blocks of Fig. 1. The nonlinear interaction terms between MABP and \(\text{PETCO}_2\) (cross-kernels) constitute the middle block in Fig. 1. Further details on the methodology are provided in Refs. 31 and 32.

The structural parameters of the MI-LVN were selected on the basis of the normalized mean-square error (NMSE) of the output prediction achieved by the model for a validation data set (i.e., data not used for training). The output prediction NMSE is defined as the sum of squares of the model residuals (defined as the difference between the model prediction and the true MCBFV output) divided by the corresponding mean-squared true MCBFV output. The statistical significance of the validation NMSE for various model structures was assessed by comparing the NMSE reduction achieved by more complex models (i.e., NMSEcomplex − NMSEsimple, where NMSEcomplex and NMSEsimple are the NMSEs corresponding to the complex and simple model structures, respectively) to the \(\alpha\)-percentile value of a \(\chi^2\) distribution with \(\Delta P\) degrees of freedom, where \(\Delta P\) is the difference in the number of free parameters between different models. Specifically, the quantity \(N \times (\text{NMSEcomplex} - \text{NMSEsimple}) / \text{NMSEcomplex}\), where \(N\) denotes the number of validation data points, was compared with \(\chi^2(\Delta P)\), with the significance level set at 0.05 (50). Of the 6-min data segments (360 points) that were available for each LBNP level, 320 points were used to train the network, and the rest were used for validation purposes.

The first-order MABP and \(\text{PETCO}_2\) kernels (\(k_1\) and \(k_2\), respectively) were computed in the time and frequency domains and subsequently group averaged. The second-order MABP and \(\text{PETCO}_2\) self-kernels were obtained in the frequency domain after applying the two-dimensional fast Fourier transform to \(k_{11}\) and \(k_{22}\), respectively. To assess the effects of orthostatic stress on the second-order dynamics, we calculated the corresponding SSP at each LBNP level by integrating the second-order frequency responses in the two-dimensional frequency domain, with the ranges defined as above (i.e., VLF: [0.005, 0.005] to [0.04, 0.04] Hz, LF: [0.04, 0.04] to [0.15, 0.15] Hz and HF: [0.15, 0.15] to [0.3, 0.3] Hz), and group-averaged the results. The SSP of the model prediction and its MABP and \(\text{PETCO}_2\) components (top two and bottom two blocks in Fig. 1, respectively) was also calculated by integrating the corresponding PSD functions for all subjects. This yielded an indirect measure of the third-order dynamics included in the model.

Finally, to illustrate the effects of orthostatic stress on the MCBFV response to a controlled pressure stimulus over the entire frequency range of interest, we calculated the amplitude of the MI-LVN model responses to simulated sinusoidal MABP stimuli at baseline and during LBNP, and the results were averaged for all subjects. The amplitude of the simulated MABP signal was 2 mmHg peak to peak, and its frequency was varied from 0.01 to 0.3 Hz in steps of 0.01 Hz.

RESULTS

All ten subjects withstood the LBNP up to −40 mmHg. Seven of the ten withstood the LBNP test up to −50 mmHg, five up to −60 mmHg, and three up to −70 mmHg. Hence, group-averaged results are given up to −50 mmHg LBNP. Changes in steady-state cerebral and systemic hemodynamics and their overall variabilities during LBNP are given in Table 1. Steady-state MABP remained relatively constant during LBNP, whereas steady-state MCBFV and \(\text{PETCO}_2\) decreased and HR increased at high levels of LBNP (Table 1). MABP and MCBFV variabilities remained unchanged, whereas \(\text{PETCO}_2\) and HR variabilities increased considerably during LBNP (\(P < 0.05\) at −40 and −50 mmHg, Table 1).

Typical time series of MABP, \(\text{PETCO}_2\), and MCBFV at baseline and during LBNP employed for model estimation are shown in Fig. 2. Note the large and simultaneous slow drops with a period of \(\sim 100\) s in \(\text{PETCO}_2\) and MCBFV at −40 and −50 mmHg LBNP, which are absent in the MABP time series. These slow, concurrent \(\text{PETCO}_2\), and MCBFV variations were observed for several subjects.

Table 1. Changes in systemic and cerebral hemodynamics during lower body negative pressure

<table>
<thead>
<tr>
<th>LBNP, mmHg</th>
<th>MABP, mmHg</th>
<th>MCBFV, cm/s</th>
<th>(\text{PETCO}_2), Torr</th>
<th>HR, beats/min</th>
<th>Mean Value</th>
<th>Variability</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>88.4 ± 5.3</td>
<td>70.5 ± 6.1</td>
<td>30.5 ± 0.9</td>
<td>62.1 ± 3.8</td>
<td>4.6 ± 0.4</td>
<td>5.4 ± 0.5</td>
</tr>
<tr>
<td>−15</td>
<td>88.6 ± 5.2</td>
<td>68.7 ± 6.3</td>
<td>29.5 ± 1.5</td>
<td>62.8 ± 3.1</td>
<td>4.4 ± 0.5</td>
<td>5.1 ± 0.8</td>
</tr>
<tr>
<td>−30</td>
<td>88.4 ± 4.3</td>
<td>66.5 ± 6.0*</td>
<td>27.1 ± 2.7</td>
<td>68.5 ± 3.9</td>
<td>4.3 ± 0.5</td>
<td>5.0 ± 0.4</td>
</tr>
<tr>
<td>−40</td>
<td>88.3 ± 4.6</td>
<td>60.7 ± 6.1*</td>
<td>25.2 ± 2.4*</td>
<td>76.1 ± 4.5*</td>
<td>4.7 ± 0.5</td>
<td>5.2 ± 0.5</td>
</tr>
<tr>
<td>−50</td>
<td>86.5 ± 4.4</td>
<td>56.1 ± 7.2*</td>
<td>23.4 ± 3.2*</td>
<td>81.3 ± 4.4*</td>
<td>4.9 ± 0.6</td>
<td>5.7 ± 0.6</td>
</tr>
</tbody>
</table>

Values are means ± SE. LBNP, lower-body negative pressure; MABP, mean arterial blood pressure; MCBFV, mean cerebral blood flow velocity; \(\text{PETCO}_2\), end-tidal CO2; HR, heart rate. Variability was computed as standard deviation around the mean value of the 6-min data segments. *P < 0.05 compared with baseline.
The estimated output prediction NMSEs for the validation data sets are given in Table 2 for one- and two-input (whereby MABP or MABP and PETCO2 were the model inputs, respectively), as well as for linear and nonlinear (whereby only linear kernels or nonlinear kernels up to third order were used to fit the input-output data, i.e., $Q = 1$ and $Q = 3$ in Eq. 1, respectively) MI-LVN models. The improvement achieved by using nonlinear models in terms of model performance was assessed by the resulting NMSE reduction, which was significant at all levels of LBNP, ranging from around 12% to above 25% for two-input models. The incorporation of PETCO2 improved the performance of the MI-LVN model further, as indicated by the corresponding NMSE reduction, which ranged from 12% to almost 30% for nonlinear models.

The relative contributions of the linear and nonlinear model terms as well as that of the MABP and PETCO2 terms are illustrated in Fig. 3 at $-50$ mmHg in the time and frequency domains. In the bottom left, the cross-term component (bottom trace) corresponds to the nonlinear interactions between the two inputs (middle block in Fig. 1). In the top right, the first-order residuals are defined as the difference between the actual MCBFV output $y(n)$ and the linear prediction component $\tilde{y}_1(n)$:

$$e_1(n) = y(n) - \tilde{y}_1(n) = y(n) - \left[ k_0 + \sum_{i=1}^{2} k_i(m_i)x(n - m_i) \right] e_{10} \text{mHg}$$

The total residuals are defined as the difference between the actual output and the total model prediction $\tilde{y}(n)$,
whereby all model terms up to third order are taken into account:

\[
e_{sd}(n) = y(n) - \tilde{y}(n) = y(n) - \left( k_0 + \sum_{q=1}^{3} \sum_{i_1=1}^{2} \ldots \sum_{i_q=1}^{2} \ldots k_{i_1 \ldots i_q} x_{i_1}(n-m_1) \ldots x_{i_q}(n-m_q) \right)
\]

The shaded area denotes the improvement achieved by the nonlinear and PETCO₂ terms. From the time-domain plots, it is evident that the model prediction was very close to the true output, as indicated also by the achieved NMSE for this data segment (14%). The nonlinear terms, the PETCO₂ terms, as well as the cross-terms account for a considerable fraction of the slow MCBFV variations. This is further illustrated by the form of the shaded areas in the frequency domain plots, the power of which lies mainly in the VLF range. Note the pronounced slow MCBFV fluctuations at \(-50\) mmHg LBNP (peaking at 0.01 Hz), which are accounted for by the PETCO₂ terms. The VLF and LF effects of the nonlinear and PETCO₂ model terms were found to be consistent among all subjects and levels of LBNP (for further comparisons to baseline conditions, the reader is referred to Ref. 34).

<table>
<thead>
<tr>
<th></th>
<th>MABP (Linear (Q = 1))</th>
<th>MABP (Nonlinear (Q = 3))</th>
<th>MABP and PETCO₂ (Linear (Q = 1))</th>
<th>MABP and PETCO₂ (Nonlinear (Q = 3))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>53.5±9.4</td>
<td>46.5±7.9</td>
<td>40.5±9.5</td>
<td>17.3±4.2‡</td>
</tr>
<tr>
<td>(-15) mmHg</td>
<td>61.2±8.4</td>
<td>54.6±6.0</td>
<td>49.4±7.7</td>
<td>32.6±4.0‡</td>
</tr>
<tr>
<td>(-30) mmHg</td>
<td>56.8±5.3</td>
<td>43.3±4.4*</td>
<td>47.9±7.2*</td>
<td>21.1±3.4*‡</td>
</tr>
<tr>
<td>(-40) mmHg</td>
<td>48.0±9.2</td>
<td>36.0±5.8*</td>
<td>34.6±5.7</td>
<td>23.2±5.1*‡</td>
</tr>
<tr>
<td>(-50) mmHg</td>
<td>45.8±9.0</td>
<td>35.7±6.8*</td>
<td>36.5±5.3</td>
<td>23.7±6.2*‡</td>
</tr>
</tbody>
</table>

Values are means ± SE. NMSE, normalized mean-square error. *\(P < 0.05\), nonlinear vs. linear models. ‡\(P < 0.05\), 2-input vs. 1-input models.
The group-averaged first-order MABP and $\text{PETCO}_2$ kernels ($k_1$ and $k_2$ in Eq. 1), which describe the linear component of the dynamic effects of MABP and $\text{PETCO}_2$ on MCBFV, are shown in Figs. 4 and 5, respectively, in the frequency domain. The linear kernels operate on the system input in the same manner to the impulse response function for linear systems (30). However, it should be noted that, in the case of nonlinear systems, the linear kernels are not equivalent to the system impulse response, because the latter depends on the diagonal points of the higher-order kernels as well. The VLF magnitude of the MABP kernel increased gradually during LBNP, whereas the LF and HF magnitudes remained relatively unchanged. Consequently, the high-pass characteristic of the MABP linear frequency response at baseline was gradually altered to a band-stop characteristic at high levels of LBNP (i.e., high VLF, HF magnitude values, low LF magnitude values; Fig. 4). The $\text{PETCO}_2$ kernel exhibited a low-pass characteristic at baseline and during LBNP, implying that slow variations of $\text{PETCO}_2$ had a larger impact on MCBFV than fast variations. However, the magnitude of the $\text{PETCO}_2$ linear frequency response decreased with increasing LBNP (Fig. 5).

Representative second-order self-kernels ($k_{11}$ and $k_{22}$ in Eq. 1) at baseline and $-50 \text{ mmHg}$ LBNP are shown in Fig. 6. Note that the second-order self-kernels are symmetric with respect to their arguments in both the time and frequency domains. Their diagonal values describe the quadratic effects, i.e., squared values, of past input (MABP or $\text{PETCO}_2$) values on MCBFV, whereas the off-diagonal values describe the effects of interactions (i.e., pair products) between past input values at different times on MCBFV. In an analogous manner, the diagonal elements of the second-order frequency responses describe the quadratic effects of specific input spectral components and the off-diagonal elements describe the effects of nonlinear interactions between different input spectral components on MCBFV. Most of the second-order kernel power resides in the VLF range in the two-dimensional frequency domain, in agreement with Fig. 3. At baseline, the MABP response exhibited a main diagonal spectral peak at $[0.02, 0.02]$ Hz and a secondary off-diagonal peak at $[0.008, 0.1]$ Hz, whereas the $\text{PETCO}_2$ response exhibited a main diagonal peak at $[0.025, 0.025]$ Hz and an off-diagonal peak at $[0, 0.025]$ Hz. At $-50 \text{ mmHg}$, the main diagonal peaks were shifted to lower frequencies and the off-diagonal peaks were not as discernible, especially for $\text{PETCO}_2$. The VLF magnitude of the second-order MABP frequency response increased with LBNP, in contrast to its $\text{PETCO}_2$ counterpart, which decreased markedly (Fig. 6). These observations were consistent among different subjects, as shown in Fig. 7, where the group-averaged SSP of the second-order frequency responses is plotted as a function of LBNP level. The second-order dynamics were affected similarly to the first-order dynamics (Figs. 4–5); an increasing trend was observed for the $k_{11}$ VLF SSP ($P < 0.05$ at $-40 \text{ mmHg}$),
whereas the LF and HF power remained unchanged. On the other hand, the $\text{PETCO}_2$ second-order kernel SSP decreased during LBNP ($P < 0.05$ at $-50$ mmHg in the VLF and LF ranges and also at $-40$ mmHg in the VLF range).

The group-averaged SSP of the model prediction and its MABP and $\text{PETCO}_2$ components (top two and bottom two blocks in Fig. 1) at baseline and during LBNP are shown in Fig. 8, along with the SSP of the MABP and $\text{PETCO}_2$ inputs. The model prediction power depends on all model terms (zeroth to third order) and on the power of the two inputs, as shown by Eq. 1. Therefore, it yields an indirect way to examine the effects of LBNP on the third-order model dynamics, because the latter would have to be plotted as a series of two-dimensional “slices” otherwise. Despite an initial decrease up to $-30$ mmHg LBNP, which concurred with a decrease in the VLF MABP input power, the VLF SSP of the MABP model prediction component returned to its baseline levels at $-40$ and $-50$ mmHg LBNP, even though the MABP SSP decreased further (Fig. 8; top left). The power ratio (PR) of the VLF MABP model prediction component SSP to the corresponding MABP input SSP increased from 0.6 at baseline to 1.7 at $-50$ mmHg LBNP. On the other hand, the PR remained relatively constant in the LF and HF ranges. The high PR values in the HF range (between 1 and 1.2) indicate that HF MABP variations were attenuated less effectively both at baseline and during LBNP.

MABP variations accounted for almost all the MCBFV changes in the HF range, as shown in the right panels of Fig. 8. On the other hand, $\text{PETCO}_2$ had a considerable effect in the VLF and LF ranges. The VLF SSP of both $\text{PETCO}_2$ input and its corresponding model prediction component increased gradually during LBNP (Fig. 8). However, the VLF $\text{PETCO}_2$ PR is highest at baseline and was reduced during LBNP, in agreement with the magnitude reduction observed for the first- and second-order $\text{PETCO}_2$ frequency responses. Despite this reduction, a gradually increasing fraction of the VLF MCBFV variations was explained by $\text{PETCO}_2$ changes during LBNP, owing to the significantly increased $\text{PETCO}_2$ variability under these conditions. Note that, whereas the VLF $\text{PETCO}_2$ and MABP contributions to the model prediction were approximately equal at baseline, the $\text{PETCO}_2$ contribution was almost three times that of MABP at $-50$ mmHg LBNP. In the LF range, the $\text{PETCO}_2$ contribution SSP remained approximately constant and equal to its MABP counterpart during LBNP (Fig. 8).

The above results suggest that VLF MABP variations were attenuated less effectively during LBNP compared with baseline, because both the linear (assessed by the first-order kernels) and nonlinear (assessed by the second-order kernels and PR) components of the MABP-MCBFV relationship increased at high LBNP levels. On the other hand, effective regulation of LF MABP variations was maintained during LBNP.
vasomotor reactivity to VLF and LF PETCO₂ changes was found to be decreased during LBNP, although the increase in VLF PETCO₂ variability resulted in more pronounced CO₂ effects on MCBFV variations.

Finally, the averaged amplitudes of the MI-LVN model response to the unit-amplitude simulated sinusoidal MABP stimuli for frequencies between 0.01 and 0.3 Hz are shown in Fig. 9. The low amplitude values in the VLF and LF ranges at baseline demonstrate the high-pass characteristics of dynamic autoregulation under these conditions. During LBNP, the VLF output amplitudes increased markedly, suggesting less effective attenuation of VLF MABP variations. The most effective...
attenuation was observed between 0.04 and 0.07 Hz in the LF range. Overall, the simulation results are consistent with the experimental findings of this study.

DISCUSSION

The major findings of the present study are threefold: 1) By employing a multiple-input and nonlinear methodology we were able to quantify cerebral hemodynamics at baseline and during LBNP over the entire frequency range of the naturally occurring hemodynamic signal variabilities (0.005–0.3 Hz). Subsequently, we were able to simultaneously identify changes in cerebral dynamic autoregulation and cerebral vasomotor reactivity during LBNP in the VLF range for the first time. Nonlinearities were found to be significant and mainly active in the VLF range at all levels of LBNP. 2) Dynamic cerebral autoregulation, which was assessed by the first- and second-order MABP Volterra kernels of the model as well as by the MABP model prediction component, was found to be impaired in the VLF range during LBNP. 3) Cerebral vasomotor reactivity in response to spontaneous variations of PETCO2, which was assessed by the PETCO2 Volterra kernels and the corresponding model prediction component, was attenuated during LBNP. However, PETCO2 variability in the VLF range increased considerably during LBNP and accounted for a larger fraction of VLF MCBFV changes compared with the baseline.

Collectively, these findings document the presence of altered cerebral hemodynamics in humans during LBNP. We speculate that these changes reflect a progressively reduced cerebrovascular reserve to compensate for the instability of the systemic circulation during orthostatic stress, which, combined with the decrease observed in the MCBFV steady-state value, may ultimately lead to cerebral hypoperfusion and syncope.

The Volterra-Wiener approach has been employed extensively for modeling physiological systems (30). It is well suited to the complexity of such systems because it yields rigorous mathematical descriptions of their dynamic behavior by utilizing input-output data, without requiring any a priori assumptions about system structure. Specifically, nonlinear techniques have been employed successfully for modeling renal (8, 9) and cerebral (33, 34, 38) autoregulation, as well as the nonlinear

Fig. 8. Group-averaged SSP of total model prediction (black solid line) along with MABP input (red dotted line; top) and MABP output component (blue dashed line) SSP and PETCO2 input (red dotted line) and PETCO2 output component (blue dashed line) SSP (bottom). Values are means ± SE. Note the increase in the VLF power of MABP contribution for high levels of LBNP and the increase in the VLF power of both PETCO2 input and PETCO2 output component.
properties of cardiovascular variability (7, 55). The advantage of the LVN methodology is that it achieves accurate modeling of nonlinear systems by utilizing short-input data records and a substantially smaller number of free parameters compared with other techniques, such as cross-correlation, orthogonal approaches, or standard functional expansions. Whereas this number depends exponentially on the system order for these approaches, the same dependence is linear for the LVN approach, constituting it an ideal choice for high-order and multiple-input systems (31, 32), such as in the present study.

The general Volterra model of Eq. 1 can be viewed as a generalization of the convolution sum, which describes the dynamic input-output relationship for linear systems (30), to nonlinear systems. The first-order (linear) Volterra kernels describe the linear effects of system inputs on the output, and the nonlinear \((Qth\) order, where \(Q > 1\)) kernels describe the effect of the interaction of the \(Q\) past values of an input (or the interactions between different inputs in the case of cross-kernels) on the system output. As mentioned before, however, the first-order Volterra kernel is not equivalent to the system impulse response. Also, whereas the response of a linear system to a sinusoidal stimulus is a (scaled) sinusoid of the same frequency, the response of a nonlinear system exhibits the input (fundamental) frequency as well as harmonics due to the higher-order kernels, scaled by the magnitude of the diagonal elements of the corresponding frequency responses (30).

The changes in cerebral hemodynamics during LBNP were assessed quantitatively over the three frequency ranges of interest by integrating the spectral power of the input, output, and model-prediction signals. The limits of the three frequency ranges were selected on the basis of the frequency-domain characteristics of cerebral hemodynamics observed in the present and previous studies (33, 34, 53), which demonstrated the significant effects of nonlinearities and CO\(_2\) below 0.04 Hz. The use of three distinct frequency regions, albeit with different limits, has been also adopted in other studies (12, 53).

The model nonlinearities were found to be prominent in the VLF range (below 0.04 Hz), both under resting conditions and during LBNP. By incorporating spontaneous variations of PETCO\(_2\) in a two-input LVN model, we were able to quantify the dynamic effects of MABP and end-tidal CO\(_2\) on MCBFV variations simultaneously. The performance of the model was improved significantly in terms of achieved prediction NMSE when two inputs were employed, compared with one-input models (Table 2). The dynamics between PETCO\(_2\) and MCFBV were characterized by strong nonlinearities, as reported previously as well (34). The effects of PETCO\(_2\) variations were observed mainly in the VLF and LF ranges, and their relative contributions increased considerably during LBNP, as shown by the spectral power of the MABP and PETCO\(_2\) model prediction components (Fig. 8). At high levels of LBNP, the PETCO\(_2\) contribution in the VLF range (assessed by the corresponding SSP) exceeded that of MABP, accounting for most of the VLF MCBFV variability.

The above observations are consistent with previous results obtained under resting conditions (33, 34) and demonstrate that the low coherence values between MABP and MCBFV (below 0.5) in the VLF range (52, 53) are due to the presence of strong
dynamic nonlinearities between MABP and MCBFV as well as to the effects of CO₂. Therefore, modeling cerebral hemodynamics in this frequency range by linear techniques alone and/or without taking into account the CO₂ effects is not sufficient (28). As a result, in previous studies of dynamic cerebral autoregulation under orthostatic stress based on transfer function analysis between MABP and MCBFV variations (47, 53), its characteristics were not examined in the VLF range.

The VLF magnitude of the first-order MABP kernels and the SSP of the second-order MABP kernels and model prediction components increased substantially at high levels of LBNP, suggesting that both the linear and nonlinear effects of slow MABP variations on MCBFV changes were more pronounced. This suggests that the effects of VLF MABP variations on MCBFV were not regulated effectively and that dynamic cerebral autoregulation was impaired in the VLF range. These observations extend our previous studies of dynamic cerebral autoregulation using linear transfer function analysis (53), whereby a significant increase in the LF transfer function gain (~25%) was reported at high levels of LBNP. A direct comparison, however, should be made with caution, because the limits of the frequency ranges are different and autoregulation dynamics were not obtained below 0.07 Hz in Ref. 53.

It remains controversial whether dynamic cerebral autoregulation is altered under orthostatic stress (6, 10, 12, 46, 47, 53). In the present study as well as in Ref. 53, autoregulatory function was found to be impaired at high levels of LBNP, and similar findings were reported during HUT (12). Moreover, autoregulation, quantified by using a “dynamic autoregulatory index,” although initially preserved during HUT, was found to become dramatically impaired immediately before tilt-induced syncope in volunteers with or without a history of recurrent vasovagal syncope (6). On the other hand, dynamic autoregulation was found to remain unchanged in normal and neurally mediated syncope patients during HUT (46, 47). One reason for these discrepancies is likely to be the different experimental methods used (LBNP vs. HUT), as well as the timing of assessment (before or during the throes of syncope induced by orthostatic stress). The amount of orthostatic stress during HUT may not be equivalent to high levels of LBNP. Moreover, HUT stimulates the vestibulosympathetic reflex, which may elicit cerebral hemodynamic responses different from those during LBNP (22, 44). Another reason may be the use of different modeling approaches. For example, in a recent study, dynamic cerebral autoregulation was assessed by the relationship between beat-to-beat values of MABP and cerebrovascular resistance, which was defined as the ratio of MABP over MCBFV, to alleviate the limited reliability of transfer function estimates between MABP and MCBFV in the VLF range (12). This relationship exhibited sufficiently high coherence values in the VLF range; however, this is to be expected because the derived cerebrovascular resistance index is directly proportional to the changes in MABP. A significantly reduced transfer function gain between MABP and cerebrovascular resistance index in the frequency range between 0.03 and 0.2 Hz was observed during HUT, which has been interpreted to indicate impaired dynamic cerebral autoregulation during HUT (12). In another study, the MABP and MCBFV signals were high-passed at 0.02 Hz before transfer function estimation (47).

Finally, transfer function estimates between MABP and MCBFV were only considered above 0.07 Hz in Ref. 53. Therefore, dynamic autoregulation was not assessed in the VLF range, where most of the changes during LBNP were observed in the present study. The latter was made possible by the proposed multiple-input and nonlinear methodology, which allowed us to quantify cerebral hemodynamics in the VLF range and to identify changes in dynamic cerebral autoregulation and cerebral vasomotor reactivity simultaneously during LBNP.

The effect of orthostatic stress on cerebral vasomotor reactivity has been studied previously under steady-state conditions (21, 25). Cerebral vasomotor reactivity was found to be reduced during HUT and enhanced during autonomic ganglionic blockade (21). Specifically, it was found that the linear regression slope of the steady-state changes in MCBFV vs. changes in PETCO₂ elicited by hyperventilation and CO₂ breathing (5%) was increased after ganglionic blockade, suggesting that sympathetic neural activity has a constraining effect on the CBF responses to CO₂ stimuli during HUT (21). However, under similar experimental conditions of changes in breathing CO₂, cerebral vasomotor reactivity remained unaffected during LBNP (25). These differences reflect the long-standing controversy about the role of autonomic neural activity in the control of CBF in humans (17, 43, 54).

In the present study, we examined the effects of orthostatic stress on dynamic cerebral vasomotor reactivity in response to spontaneous changes in PETCO₂. CO₂ reactivity was assessed by the first- and second-order PETCO₂ kernels, as well as by the PETCO₂ model prediction components, and was found to be reduced during LBNP. We speculate that augmented sympathetic neural activity during LBNP attenuates dynamic MCBFV responses to breath-by-breath oscillations in PETCO₂ (21, 54). Despite these changes, the overall effects of PETCO₂ on changes in MCBFV were more pronounced because of the marked increase in VLF CO₂ variability during LBNP. This should not be confused with static CO₂ reactivity, which appears to be maintained during LBNP, as suggested by the simultaneous drops in the steady-state values of PETCO₂ and MCBFV (Table 1). However, the reduction in steady-state MCBFV may be also induced by the increased sympathetic activity during LBNP (53), which is evidenced by the significant increase in HR (Table 1). In this context, it is possible that modulation of sympathetic neural activity on cerebral vasomotor reactivity may be different under dynamic and steady-state conditions (48).

Study limitations. The use of CBFV as an index for CBF has been discussed extensively (24, 35, 41, 49). CBFV changes reflect CBF changes only if the cross-sectional area of the onsonated vessel remains relatively constant. It has been found that the diameter of the middle cerebral artery does not change in humans during moderate LBNP (up to ~40 mmHg) or changes in PETCO₂ (41, 49). Therefore, we assumed that beat-to-beat MCBFV changes were a good index of beat-to-beat MCBFV changes. The reliability of the Finapres technique for measuring changes in arterial blood pressure has also been established (19, 36). Variations of PETCO₂ were found to be a good index of PaCO₂ variations under resting conditions (45, 50). On the other hand, changes in the steady-state value of PaCO₂ are possibly overestimated by the corresponding changes in PETCO₂ under orthostatic stress, because of combined hyper-
ventilation and stroke volume reduction, which may induce a ventilation-perfusion mismatch of the lung (53), both of which may contribute to the enhanced CO₂ variability during LBNP. However, because we utilized breath-by-breath variations of P_{ET}CO₂ around its mean value to assess cerebral vasomotor reactivity, the discrepancies that exist between steady-state values of P_{ET}CO₂ and P_{a}CO₂ are unlikely to have affected our analysis. We speculate, though, that it might contribute to some of the discrepancies in the literature, particularly when CO₂ has been added to “normalize” P_{ET}CO₂ (53).

It should be noted that the results of this study were obtained from spontaneous fluctuations of MABP, MCBFV, and P_{ET}CO₂. Interpretation of these results should thus be made with caution under conditions of large changes in hemodynamic variables, even though the results obtained from the sinusoidal MABP simulations were in agreement with the experimental data. Moreover, because measurements of transient hemodynamics during or immediately before syncope (or presyncope) were not included in the above analysis, the results shown here may not be comparable with the findings reported from experimental data before presyncope (6, 10, 46). We should also note that we selected to use two data segments (training and validation), instead of three (training, validation, and testing), owing to the relatively limited number of available data points under the induced experimental conditions. Specifically, we selected to use as many training data points as possible, while maintaining high ratios of training to validation data (320/40 = 8) and training data to model parameters (320/60 = 5.33 for the third-order models). This was also necessary for the reliable estimation of the slower dynamics of the system (kernel memory of ~80 s).

Finally, we should acknowledge the individual variability of the nonlinear Volterra kernel estimates. We speculate that this variability was due to the time-varying behavior of cerebral hemodynamics, particularly the nonlinear dynamics, which has been observed in previous studies using long-duration recordings (33, 34). Because of the subsequent variability in the location of the nonlinear frequency response spectral peaks, we assessed the effects of LBNP on the higher-order kernels by integrating their spectral power individually and group-averaging the results, instead of direct group-averaging the kernels directly in the time or frequency domains. Finally, because a third-order LVN model was selected to model cerebral hemodynamics, Volterra kernels of up to third order were estimated. In contrast to their first- and second-order counterparts, the third-order kernels cannot be easily visualized, except as multiple two-dimensional slices, making their interpretation more difficult. Thus the effects of the third-order kernels at baseline and during LBNP were assessed indirectly through the SSP of the model predictions.

In conclusion, the results obtained from a two-input, nonlinear model of cerebral hemodynamics suggest that dynamic autoregulation of the VLF MABP variations was impaired and that dynamic cerebral vasomotor reactivity was reduced under orthostatic stress. These changes may reflect a reduced cerebrovascular reserve under orthostatic stress that could result in the occurrence of large transient reductions in CBF and lead to cerebral hypoperfusion under these conditions.
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